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Abstract
Observational data collected at Lake George, Australia resulted in new insights on the processes of wind wave interaction and white-capping dissipation and consequently new parameterisations of these source terms. The new wind input source term (Donelan et al., 2006; Babanin et al., 2007a) accounts for the dependence of growth increment on wave steepness, and on airflow separation with relative reduction of the growth under extreme wind conditions. The new white-capping dissipation source term (Babanin and Young, 2005; Young and Babanin, 2006) consists of two terms, the inherent breaking term and dissipation induced by longer waves. The present implementation follows Rogers et al. (submitted). Two novel parameterisations are validated against existing source terms and buoy measurements for windsea-dominated conditions in duration-limited simulations and hindcast.

1 Introduction
Numerical simulation of the evolution of wind-wave energy density spectrum is routinely conducted in wave forecast and hindcast. In third-generation (3G) models, wind-wave evolution is described by the wave energy balance equation (1) which totals all energy fluxes, source terms \( S_{\text{tot}} \), represented by all physical processes that contribute to wind-wave evolution. The wave energy balance equation can be written as (Young, 1999):

\[
\frac{\partial F}{\partial t} + \nabla \cdot c_g F = S_{\text{tot}}. 
\]

(1)

The first term of the left hand side of (1) represents the rate of net change of wave spectral energy \( F = F(\omega, \theta, t, x) \), a function of frequency \( \omega = 2\pi f \), direction \( \theta \), time \( t \) and space \( x \). The second term represents the advection of wave energy at group velocity \( c_g \). It is generally accepted (e.g., Komen et al., 1994; Young, 1999; Tolman, 2009) that for deep water, the total source term (2) that contributes to wind-wave evolution is based on three physical processes, all of which are spectral functions \( S(\omega, \theta) \). These processes are atmospheric input \( S_{\text{in}} \), wave dissipation \( S_{ds} \), and nonlinear interactions between wave components of different frequencies \( S_{nl} \):

\[
S_{\text{tot}} = S_{\text{in}} + S_{ds} + S_{nl}
\]

(2)

Babanin and Westhuysen (2008), and Babanin (2011) argued that these individual terms have to be further subdivided. For example, \( S_{ds} \) is a sum of inherent and cumulative wave-breaking dissipation, of dissipation due to interaction with turbulence in the water and the air, with the adverse wind and so on. Provision should be made to let individual dissipation mechanism ease and still let swell dissipation continue. In transitional water and water of finite depth additional processes, for example wave-bottom interactions and depth-induced breaking, become significant in (2) and have to be considered in the total source term \( S_{\text{tot}} \) (Tolman, 2009). This paper only focusses on wind input \( S_{\text{in}} \) and dissipation \( S_{ds} \). Third-generation wave models such as WAVEWATCH III™, use the wave action spectrum \( N \) directly to calculate the source terms. The wave action spectrum is a wavenumber-direction spectrum \( N(k, \theta) \) which can be converted to the wave energy spectrum using Jacobian transformation: \( F(\omega, \theta) = N(k, \theta) \omega/c_g \) (Tolman, 2009). The observation-based source terms are given in form of the more traditional frequency-direction spectrum for wind input and dissipation hereafter. The present version of WAVEWATCH III™ (3.14) features three source term packages: WAM3 physics (Komen et al., 1984), WAM4 physics (Ardhuin et al., 2010), and Tolman and Chalikov (1996) physics.

The objective here is to test observation-based source terms as implemented in WAVEWATCH III™ for wind-dominated conditions in duration-limited simulations and hindcast. The paper is structured as follows: Section 2 outlines novel features of the observation-based source terms including the source functions; section 3 describes the model setup used in both simulations. The duration-limited simulation is a purely academic test while the hindcast is based on the Naval Research Laboratory (NRL) test bed for Lake Michigan. Results obtained from those two simulations are shown in subsections. Section 4 provides a summary and directions for future work.
2 Observation-based source terms

Spectral parametrisations of wind input and wave dissipation are based on field experiments carried out during the Australian Shallow Water Experiment (AUSWEX) at Lake George, New South Wales, Australia. For the wind input, the boundary layer study is described in detail by Donelan et al. (2005) which was later parameterised by Donelan et al. (2006) as spectral functions to be used in wave models. For wave breaking and dissipation, field data unveiled novel features of the wave breaking process (Banner et al., 2000; Babanin et al., 2001) and spectral dissipation (Babanin and Young, 2005; Young and Babanin, 2006).

So far, the new source terms have been implemented and calibrated for two 3G wave models: (1) the one-dimensional research model WAVETIME\(^1\) (Tsagareli et al., 2010) and (2) the U.S. Navy operational forecast model SWAN\(^2\)(Rogers et al., submitted). Wind input and dissipation functions described in section 2 follow the implementation of the NRL operational model as proposed by Rogers et al. (submitted).

In order to demonstrate calculations with new source terms for wind input \(S_{in}\) and wave dissipation \(S_{ds}\) a “transitional spectrum” is used following a parametric Pierson-Moskowitz spectrum used by Tsagareli et al. (2010) and Babanin et al. (2010). The “transitional spectrum” (3) features the transition from \(\omega^{-4}\) slope to \(\omega^{-5}\) at the transition frequency. Here, a transition frequency of \(3\omega_{p3}\) was selected where \(\omega_{p3} = 2\pi 0.13 g/U_{10}\) refers to the peak frequency of the Pierson-Moskowitz spectrum for a given wind speed 10 m above the surface \(U_{10}\) (see Pierson and Moskowitz, 1964).

\[
F(\omega) = \begin{cases} \frac{\alpha}{\omega_{p3}^{2}} \exp\left(-[\omega/\omega_{p3}]^{4}\right) & \text{for } \omega \leq 3\omega_{p3} \\ F(3\omega_{p3}) \left[(3\omega_{p3})/\omega\right]^{5} & \text{for } \omega > 3\omega_{p3} \end{cases}
\]

The “transitional spectrum” is given in (3), where \(\alpha = 0.0054\) is the Philips constant for the Pierson-Moskowitz spectrum, \(\omega_p\) represents the peak frequency, and \(g\) is the gravitational acceleration. An example of the “transitional spectrum” for wind speed of \(U_{10} = 8\text{ m s}^{-1}\) is shown in the top panel of Figure 1 where the transition from \(\omega^{-4}\) slope to \(\omega^{-5}\) is marked with the bold dotted line.

2.1 Wind input

The wind input function represents the energy flux transferred from wind to waves. It is widely accepted that wind-wave development is due to wave-induced pressure acting on the slopes of the waves (Donelan et al., 2006). AUSWEX data analysis and the wind input parameterisation reported by Donelan et al. (2006) dependencies that have not been reported in previous experiments.

Measurements of wave growth were available for a range of wind-forcing conditions including very young waves \(U_{10}/c_p = 5.1 - 7.6\) (\(c_p\) is the phase speed at the spectral peak) of varying steepness. This unique dataset unveiled a few novel features: (i) full air-flow separation with relative reduction for strong winds, (ii) non-linear relationship between phase speed, crest curvature and the slope of the waves, and (iii) the dependence of wave growth on wave steepness (Donelan et al., 2006; Babanin et al., 2007a). The resulting parametrisation of the wind input affects the momentum flux parameterisation in opposing ways; enhancement for moderate winds and reduction for strong wind forcing.

2.1.1 Novel features

Full air-flow separation means that the wind detaches from the flow essentially skipping the wave troughs before it re-attaches on the windward side of the wave crest. Compared to the non-separated flow, the imposed wind input pressure is relatively weaker under full air-flow separation (Donelan et al., 2006). Full air-flow separation was also part of laboratory experiments conducted by Reul et al. (1999).

The wind input \(S_{in} = \gamma \omega F\) is a function of the wave energy spectrum \(F\) and the growth rate of the wind-waves \(\gamma\), hence it is linear dependent (Komen et al., 1984). In terms of friction velocity \(u_*\), for example, the relative growth rate \(\gamma/\omega\) is a function of the ratio of wind speed over phase speed. Empirical fitting of the growth rate typically follows the form \(\gamma/\omega = \rho w / \beta (u_*/c)^n\), where \(\rho w\) is the ratio of densities of air and water, \(\beta\) is a non-dimensional constant, and \(n\) is an exponent of either \(n = 1\) as in WAM3 or \(n = 2\) as in WAM4 (Komen et al., 1984; Tolman, 2009).

AUSWEX field data also revealed that the wind-wave growth rate \(\gamma\) depends on wave steepness \(ak\) (\(a\) being the wave amplitude), which has previously been considered as unrelated in potential theory for gravity waves. Donelan et al. (2006) showed that wave steepness is connected to the phase shift and the normalised induced pressure amplitude, and that potential flow is only valid as \(ak \to 0\). In the final parameterisation the wave steepness \(ak\) is replaced by the spectral saturation \(B_s\) (Phillips, 1984). Thus, the growth rate \(\gamma\) obtained from the Lake George data
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is also a function of the wave action spectrum, which in turn makes the wind input non-linear dependent on the action spectrum.

2.1.2 Implementation
The parameterisation of the wind input $S_{in}$ as proposed by Donelan et al. (2006) is designed to work from young wind-waves to mature seas, i.e. for conditions of light, moderate, and strong wind forcing. The observation-based wind input $S_{in}$ was estimated from the quadrature spectrum based on measurements of elevation and pressure at the sea surface (Donelan et al., 2006). The proposed wind input is given in (4)–(8) (Donelan et al., 2006; Tsagareli et al., 2010; Rogers et al., submitted).

\[
S_{in}(\omega, \theta) = \rho \bar{u} \gamma(\omega, \theta) F(\omega, \theta) \tag{4}
\]

\[
\gamma(\omega, \theta) = G \sqrt{b_n} W \tag{5}
\]

\[
G = 2.8 - [1 + \tanh(10 \sqrt{b_n} W - 11)] \tag{6}
\]

\[
b_n = A(\omega) F(\omega) k^3 c_g \tag{7}
\]

\[
W = (U_{10}/c - 1)^2 \tag{8}
\]

Donelan et al. (2006) calibrated the growth rate (5) based on winds $10 \, \text{m}$ above mean surface $U_{10}$. However, 3G wave models typically scale growth rate with friction velocity $u_*$ and therefore a scaling of $C_d = (U_{10}/u_*)^2$ was selected in Rogers et al., where $C_d$ is the drag coefficient given in (13). The value for the drag coefficient depends on various physical parameters and the scatter of experimental data is usually large (for a review see Babanin and Makin, 2008). Nevertheless, the flux computation is typically parameterised as a function of wind speed and is customisable in WAVEWATCH III™. The directional distribution of (8) is implemented as in (9) with $c$ being the phase speed:

\[
W(\omega, \theta) = \max\left\{0, \frac{\sqrt{C_d u_*}}{c} \cos(\theta - \theta_w) - 1\right\}^2. \tag{9}
\]

Spectral separation (7), as a measure of wave steepness, is a function of wave energy density $F(\omega)$ and narrowness $A(\omega)$ of the directional distribution at a frequency (Babanin and Soloviev, 1998b) in which $F(\omega) = \int F(\omega, \theta) d\theta$ being the non-directional energy density spectrum. The directional narrowness (10) is inversely given by integration of the normalised energy density spectrum over all directions, where the normalisation is based on the maximum value in the dominant wave direction $F(\omega) = \max\{F(\omega, \theta)\}$, for all directions $\theta \in [0, 2\pi]$ (Babanin and Soloviev, 1998b).

\[
\frac{1}{A(\omega)} = \frac{2\pi}{\int_0^{2\pi} F(\omega, \theta) F(\omega) d\theta} \tag{10}
\]

Note that the spectral saturation $B_n$ is then non-directional and was applied to all directions in order to calculate the directional growth rate $\gamma(\omega, \theta)$.

2.1.3 Wind stress
The exchange of momentum between the wind, the atmosphere, and the water is determined by the wind stress, a form of action exerted by the wind on the surface and is an indicator of the strength of air-sea interaction (Tsagareli et al., 2010). Close to the surface, the contribution to the total stress $\tau$ is due to wave-induced stress $\tau_w$, turbulent stress $\tau_t$, and viscous stress $\tau_v$. At the surface, the turbulent momentum flux in the boundary layer approaches zero and therefore turbulence vanishes (Tsagareli et al., 2010). As a result, the total stress at the surface can be written as:

\[
\tau = \tau_v + \tau_w \tag{11}
\]

Calculation of the wave-induced stress requires knowledge on the drag coefficient $C_d$ and the viscous drag coefficient $C_v$ in order to calculate $\tau$ and $\tau_v$, respectively. The drag coefficient is used to translate winds in the boundary layer to the wind stress at the surface. Let $\rho_a$ be the density of the air then the total stress can be computed with $\tau = \rho_a C_d U_{10}^2 = \rho_a u_*^2$ and the viscous stress with $\tau_v = \rho_a C_v U_{10}^2$. Substituting both expressions into (11) yields the value for the wave-induced stress:

\[
\tau_w = \rho_a U_{10}^2 (C_d - C_v). \tag{12}
\]

For the drag coefficient, parameterisation (13) was selected as proposed by Hwang (2010) which accounts for saturation, and even decline for extreme winds, of the sea drag at wind speeds in excess of $30 \, \text{m} \, \text{s}^{-1}$. To prevent $u_*$ from dropping to zero at very strong winds $U_{10} \geq 50 \, \text{m} \, \text{s}^{-1}$, expression (13) was modified to yield $u_* = 2.026 \, \text{m} \, \text{s}^{-1}$ (Rogers et al., submitted).

\[
C_d \times 10^2 = 80.58 + 9.67 U_{10} - 0.16 U_{10}^2 \tag{13}
\]

The viscous drag coefficient was parameterised as a function of wind speed from data by Banner and Peirson (1998):

\[
C_v \times 10^3 = 1.1 - 0.05 U_{10}. \tag{14}
\]

The wave-induced stress (12) is used as a principal constraint for the wind input. The constraint is that the normal stress $\tau_n$ obtained from integration over the wind-momentum-input function should be equal to wave-induced stress: $\tau_n = \tau_w$. Let $\rho_w$ be the density of water and $S_{in}(\omega)$ be the non-directional form of the wind input in radians frequency space: $S_{in}(\omega) = \int_0^{2\pi} S_{in}(\omega, \theta) d\theta$, then the normal stress $\tau_n$ can be calculated from the wind-momentum-input:

\[
\tau_n = \rho_w \int_{\omega_n}^{\omega_0} S_{in}(\omega) c(\omega) d\omega. \tag{15}
\]
Integral limits in (15) range from the first discrete frequency of the spectrum \( \omega_1 \) up to the high frequency tail \( \omega_1 = 20\pi \) (i.e. 10 Hz). If the highest discrete frequency of the spectrum is less than \( \omega_1 \), a diagnostic tail up to \( 20\pi \) is attached to the wind input using an approximation for the spectral slope: \( S_{\text{un}}(\omega) \propto \omega^{-2} \). Note that, for \( F(\omega) \propto \omega^{-5} \) the Donelan et al. (2006) wind input has exactly that slope at the highest discrete frequency of the spectrum. In order to satisfy the constraint and in case of \( \tau_n > \tau_w \), a frequency dependent factor \( L(\omega) \) is applied to reduce energy from the high frequency part of the spectrum: 

\[
L(\omega) = \min \left\{ 1, \exp\left( \mu [1 - U_{10}/c] \right) \right\}. \tag{16}
\]

The reduction (16) follows an exponential form designed to disproportionally reduce energy from the discrete part of the spectrum. The strength of reduction is controlled by parameter \( \mu \) where greater energy is reduced at high frequencies with only little impact on the energy-dominant part of the spectrum, where the wind input was actually measured by Donelan et al. (2006). The value of \( \mu \) is dynamically calculated by iteration at each integration time step.

An illustrative example for the implemented wind input source term is given in Figure 2 where the wind input is shown as a function of frequency \( f \) based on (Fig. 1) the “transitional spectrum” (3) for a wind speed of 8 m s\(^{-1}\). Also shown is the disproportional reduction in energy of the spectrum to match the imposed constraint on the wind stress. In order to calculate the normal stress (15) the wind input spectrum was extrapolated to \( \omega_1 = 20\pi \). Note, that the disproportional reduction of energy only applies to the discrete part of the spectrum with a constant reduction of energy in the diagnostic tail to maintain the spectral slope of the tail. A substantial part of the reduction of energy occurs at the higher frequencies of the discrete spectrum and in the diagnostic tail, however, as illustrated in Figure 2, such reduction is less significant when the wind exceeds 10 m s\(^{-1}\) partially due to air-flow separation, with relative reduction of energy for strong winds.

### 2.2 Wave dissipation

Wave dissipation \( S_{ds} \) in this paper is attributed to energy loss due to wave breaking and is implemented as a negative contribution of energy in the total source term equation (2) in WaveWatch III™ (Tolman, 2009). Wave breaking and dissipation has been poorly understood and served in operational wave models as tuning parameterisation to outbalance residual energy of the wind input, but lately observations and numerical modelling made understanding of this process available for parameterisations based on physics of the phenomenon (Babanin, 2011).
2.2.1 Novel features
AUSWEX data analysis yield three novel features of processes of wave breaking and spectral dissipation namely: (i) the threshold behaviour of wave breaking (initially observed by Banner et al., 2002; Babanin et al., 2001), (ii) the cumulative dissipative effect due to breaking and dissipation of short waves affected by longer waves (Babanin et al., 2010), and (iii) direct dependence of the dissipation on the wind input when the wind forcing is very strong (Babanin, 2011). The threshold behaviour postulates that waves will not break unless they exceed a generic steepness in which case the wave breaking probability depends on the level of exceedance above the threshold (Babanin et al., 2010). For spectral wave models, Babanin and Young (2005), Young and Babanin (2006) and Babanin et al. (2007b) suggested quantitative formulations of the new dissipation term that accommodate threshold behaviour. The cumulative dissipation effect is a previously known physical feature (e.g. Phillips, 1961; Longuet-Higgins and Stewart, 1961), but until recently was not accounted for in the dissipation term of spectral wave models. Therefore, the wave dissipation term $S_{ds}$ consists of two distinct terms (“two-phase” behaviour): an inherent breaking component $T_1$ and forced dissipation term $T_2$ (Babanin et al., 2010; Rogers et al., submitted). The third feature is important at the spectrum tail or at very strong wind forcing. It signifies a condition when the wind input is so strong that the nonlinear interactions are not able to transfer exclusive energy flux, and it is dissipated locally through excessive breaking.

2.2.2 Implementation
The “two-phase” behaviour of the wave breaking and dissipation term is implemented as:

$$S_{ds}(\omega, \theta) = (T_1 + T_2) F(\omega, \theta), \quad (17)$$

where $T_1$ is the inherent breaking term and $T_2$ accounts for the cumulative effect of short-wave breaking due to longer waves. The threshold spectral density $F_T$ is calculated as in (18), where $k$ is the wavenumber and with $\varepsilon_T = 0.035^2$ being the empirical constant for the wave breaking probability (Babanin et al., 2007b):

$$F_T(\omega) = \frac{\varepsilon_T}{A(\omega) c_g k^3}. \quad (18)$$

Furthermore, let the level of exceedance above the critical threshold spectral density at which stage wave breaking is prominent being defined as $\Delta(\omega) = F(\omega) - F_T(\omega)$, and $F(\omega)$ being a generic spectral density (see later this section), then the inherent breaking component can be calculated as:

$$T_1(\omega) = a_1 A(\omega) \frac{\omega}{2\pi} \left[ \frac{\Delta(\omega)}{F(\omega)} \right]^L. \quad (19)$$

The cumulative dissipation term, is not local in frequency space and is based on an integral that grows towards higher frequencies dominating at smaller scales:

$$T_2(\omega) = a_2 \int_0^\omega A(\omega) \left[ \frac{\Delta(\omega)}{F(\omega)} \right]^M dw. \quad (20)$$

Since the cumulative term (20) is based on integration with altering cut-off frequency, it will not destabilize longer waves and force them to break (Babanin et al., 2010; Rogers et al., submitted).

The dissipation terms (19) and (20) depend on five selected parameters: a generic spectral density $F(\omega)$ used for normalisation, and four coefficients $a_1, a_2, L,$ and $M$. In previous studies, Babanin et al. (2010) and Tsgareli et al. (2010) selected the spectral density $F(\omega)$ as generic spectrum for normalisation, whereas Ardhuin et al. (2010) selected the threshold spectral density $F_T(\omega)$. The coefficients $L$ and $M$ control the strength of the normalised threshold spectral density $\Delta_T(\omega)/F(\omega)$ of the dissipation terms. Rogers et al. (submitted) recently calibrated the dissipation terms based on duration-limited academic tests and proposed four sets of coefficients listed in Table 1. Banner et al. (2002) introduced the directional narrowness $A(\omega)$ as correction for the directional spread to reconcile observed values of the wave-breaking threshold across different bands. Proceeding studies by Babanin et al. (2007b) and Babanin (2009) showed that such correction does not affect the magnitude of the threshold value used in the dissipation terms. Consequently, the directional narrowness parameter is set to unity $A(\omega) \approx 1$ in all calculations.

Tab. 1: Generic spectral density $F(\omega)$ used for normalisation, and four coefficients for wave dissipation terms (19) and (20) after Rogers et al. (submitted).

<table>
<thead>
<tr>
<th>$F(\omega)$</th>
<th>L</th>
<th>M</th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL1M1</td>
<td>F</td>
<td>1</td>
<td>2</td>
<td>2.0 $10^4$</td>
</tr>
<tr>
<td>UL2M2</td>
<td>F, L</td>
<td>2, 2</td>
<td>8.8 $10^6$</td>
<td></td>
</tr>
<tr>
<td>UL1M4</td>
<td>F, L</td>
<td>1, 4</td>
<td>5.7 $10^5$</td>
<td></td>
</tr>
<tr>
<td>UL4M4</td>
<td>F, L</td>
<td>4, 4</td>
<td>5.7 $10^7$</td>
<td></td>
</tr>
</tbody>
</table>

Based on the “transitional spectrum” described earlier, Figure 3 gives an illustrative example for two of the models which shows first-order dependence (DL1M1) and fourth-order dependence (UL4M4) of the dissipation terms. With higher-order, the majority of dissipated energy shifts from lower frequencies towards higher frequencies in the spectrum. Figure 3 also shows the relative contribution of the inherent breaking term $T_1$ and the cumulative dissipation term $T_2$. This is consistent with observations from the real ocean.
in which for fully developed waves the dissipation is dominated by the cumulative wave breaking $T_2$ (Babanin et al., 2010). Hence, parameters $a_1$ and $a_2$ from Table 1 were calibrated such that the cumulative contribution $T_2$ accounts for 75-80% of the total dissipation after 12 hours of simulation.

The calibration procedure carried out by Rogers et al. (submitted) that yields to the four dissipation models listed in Table 1 matched the total energy in academic duration-limited simulations to pre-existing physics in the 3G wave model SWAN which however did not consider any other metric associated with the spectral distribution of energy.

### 3 Simulations

In order to evaluate the performance of the observation-based input and dissipation in WAVEWATCH III™ (labeled STX hereafter), simulations for wind-dominated conditions of low to medium range wind forcing were carried out for each of the four dissipation models listed in Table 1. The evolution covers cover an idealised duration-limited academic test and comparisons of integral metrics between NODC$^3$ buoys and Lake Michigan hindcast.

#### 3.1 Academic test

The academic test is an idealised duration-limited simulation of the wave evolution for a single point in the infinite ocean and under homogeneous wind-forcing with a wind speed of $12 \text{ m s}^{-1}$ and constant wind direction commencing from calm conditions. Wind-wave evolution for new wind-input and breaking functions was investigated by two means of nonlinear interactions: with DIA (discrete interactive approximation, Hasselmann et al., 1985) parameterisation and with exact computations (XNL for exact nonlinear hereafter) by means of WRT$^4$ (Tracy and Resio, 1982). The latter provides accurate estimates of energy fluxes within the wave system, in addition to those due to wind and breaking, but is computational expensive. The former is a fast approximate and thus routinely employed in operational forecast. The duration of this test is limited to 12 hours of simulation with a global time stepping of 30 seconds (15 seconds for source term integration). Spectral properties feature 24 directions and 40 frequencies, logarithmically spaced between $f = 0.042 \ldots 1.7 \text{ Hz}$. The performance of the academic test is compared against existing physics: TC96 (Tolman and Chalikov, 1996), WAM3 (Komen et al., 1984), and WAM4 (Arduin et al., 2010).

![Fig. 3: Dissipation source term computation on “transitional spectrum” (Fig. 1 top panel) for wind speed of $8 \text{ m s}^{-1}$. Source terms $S_{ds} = T_1 + T_2$ are shown as a function of frequency $f$ for coefficients (top) DL1M1 and (bottom) UL4M4 (see Tab. 1).](image)

![Fig. 4: Level of the spectral tail versus frequency after 6 hours of simulation. Shaded areas represent the observational parameterisation of Babanin and Soloviev (1998a) with 95% confidence limits.](image)

---

$^3$U.S. National Oceanographic Data Center, available online: http://www.nodc.noaa.gov/BUOY/

$^4$Webb-Resio-Tracy method
Integral growth curves shown in Figure 5 are usually subject to main scrutiny and tuning and all the source functions perform reasonably well with respect to the experimental dependence. In Figure 5, results are shown for (top) approximate nonlinear interactions and (bottom) exact nonlinear interactions. Since tuning is typically done with the use of DIA in evolution test, it is noticeable that the performance actually deteriorates once the exact nonlinear term is employed. When normalised by the observational parameterisation of Babanin and Soloviev (1998a) with respect to the 95% confidence intervals (shaded gray), the non-dimensional evolution of dissipation models UL4M4 and UL4M4 are in good agreement to the existing physics TC96, WAM3 and WAM4.

For the level of the spectral tail, all four new dissipation parameterisations overestimate the tail in a similar fashion to WAM3 as illustrated in Figure 4 which shows the spectrum after 6 hours of simulation by means of approximate nonlinear interaction computation (DIA). Figure 4 also shows the observational parameterisation of Babanin and Soloviev (1998a) with 95% confidence limits in respect to the peak frequency $f_p^{WAM4} = 0.175$ Hz as estimated by WAM4 simulation. Estimates of peak frequency for all other source terms are: $f_p^{WAM3} = 0.187$ Hz, $f_p^{TC96} = 0.232$ Hz, and $f_p^{STX} \approx 0.19$ Hz, for WAM3, TC96, and the observation-based physics, respectively. Of all four dissipation models, parameterisation UL4M4 features the lowest level of the spectral tail, however, still significantly exceeding observed levels and levels of TC96 and WAM4. As the waves develop the level of the spectral tail increases (not shown). Due to the high level of the spectral tail metrics of higher moments in the hindcast of Lake Michigan are expectedly biased (see later section 3.2).

Figure 6 compares the ratios of existing physics relative to the observation-based parameterisation UL4M4 ($U_{10}/c_p = 1.5$) after 6 hours of simulation (legend and time as in Fig. 4). When compared to the observation-based parameterisation of Donelan et al. (2006), WAM3 and WAM4 wind input is consistently overestimating up to a factor of 10 between 1.0 and 2.0 peak frequencies. In contrast, differences to TC96 wind input are from overestimating to underestimating by a factor of 5. This higher wind input is essentially compensated by the dissipation of similar magnitude, except for TC96 dissipation where between 1.4 and 2.0 peak frequencies the dissipation is underestimating by a factor of 2 (Fig. 6, bottom subplot).

![Non-dimensional wave evolution by means of total wave energy versus peak frequency for selected source functions with (top) DIA and (bottom) XNL. The dependences are normalised by the observational parameterisation of Babanin and Soloviev (1998a) with shaded areas showing 95% confidence limits.](image)

![Integral growth curves shown in Figure 5 are usually subject to main scrutiny and tuning and all the source functions perform reasonably well with respect to the experimental dependence.](image)

![Figure 6: (Top) wind input and (bottom) dissipation after 6 hours as a function of relative peak frequency normalised by observation-based model UL4M4 (legend as in Fig. 4).](image)
The apparent overestimate of the wind input shown in Figure 6 is partially due to constraint applied to the wind input, that is the wave induced stress should equal the normal stress exercised by the wind. Figure 8 shows the normal stress $\tau_n$ as calculated from (15) as a function of inverse wave age $U_{10}/c_p$ for all existing source functions. At inverse wave age of $U_{10}/c_p = 1.5$ the normal stress exceeds the wave induced stress by 2.4 times for WAM3 and 1.6 times for WAM4 while it accounts only for 80% for TC96 physics. Note that, none of the existing physics applies a constraint on the normal stress $\tau_n$. However, WAM4 computes the value of $\tau_n$ from the wind-input in order to estimate the friction velocity $u_*$ ($\tau = \tau_v + \tau_n = \rho u_*^2$) and the roughness surface length, where all other source term packages use various sea-drag parameterisations to estimate drag coefficient $C_d$ and friction velocity $u_*$. 

### 3.2 Lake Michigan

The Lake Michigan hindcast is a real test case that simulates windsea-dominated conditions. The generation of swell is essentially prevented due to the limited fetch and the topography of the lake. Lake Michigan is instrumented with two NODC buoys located in the southern and the northern center of the late respectively. The duration of the hindcast covers a period of 45 days, from 1 September to 14 November 2002, with a time stepping of 7.5 minutes (15 seconds for source term integration). Spectral properties are set to 36 directions and 29 frequencies logarithmically scaled between $f = 0.07 \ldots 0.9$ Hz. At every full hour of the hindcast, the performance of observation-based dissipation model UL4M4 is compared against in situ instruments: NODC buoys 45002 and 45007. Note that, only for the latter station directional data is available for the period of the hindcast.

Since, for the new dissipation model UL4M4, the growth curves of total wave energy are reproduced well in the academic test (see Fig. 5), so are the integral wave properties as shown in Figure 6 (i.e. wave height, true peak period, and mean wave direction). However, the overestimate of the
spectral tail yields to an apparent bias in the higher-moment periods: mean wave period ($T_{ij}$), $T_{102}$, and $T_{-10}$. Higher-moment periods depend on the higher-moment spectra in which case the period is proportional to the ratio of two spectral moments following the form: $T_{ij} \propto m_i/m_j$, where for $n = i, j$ $m_n$ is the $n$th-order moment of the spectrum defined as $m_n = \int \omega^n F(\omega) d\omega$ (Holtujsen, 2007).

### 3.3 Calibration and fine tuning

As a result of the academic test and the Lake Michigan hindcast, additional calibration and tuning is required to match the level of the spectral tail and higher-moment periods. It is now known experimentally that at strong forcing at a particular scale the extra wind energy flux cannot be effectively transferred by nonlinear interactions and a part of it is dissipated locally (Babanin and Young, 2005; Babanin et al., 2007b). This effect should reduce the tail level and is now parameterised in order to optimise the tail and higher-moment metrics. This was done by introducing a frequency dependent non-dimensional correction factor $R$ in a way that the total dissipation (17) corrects to: $S_{ds} = R S_{ds}$. In fact, the correction postulated here disproportionally enhances the dissipation at the high-frequency tail of the spectrum to match the observational parameterisation of Babanin and Soloviev (1998a) with 95% confidence limits (as in Fig. 4) with only little impact on the integral growth curves (Fig. 5). The dissipation enhancement factor $R$ is given in (21).

$$R = \max \left\{ 1, \exp \left( a_3 \exp \left( a_4 \frac{U_{10}}{c_0} \right) \left[ \frac{U_{10}}{c_0} - a_5 \right] \right) \right\} \quad (21)$$

In (21), coefficients $a_3$ accommodate for the magnitude of the tail correction while $a_4$ provides additional control as a function of wave development (i.e. inverse wave age $U_{10}/c_p$). Since the additional control function $\exp(a_4 U_{10}/c_p)$ grows with wave development, values of coefficient $a_4$ are negative. Coefficient $a_5$ serves as a threshold value for which, when exceeded, the tail correction kicks in. For each of the four dissipations models the coefficients $a_3$, $a_4$, and $a_5$ are listed in Table 2, in extension to dissipation models in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL1M1</td>
<td>3.8</td>
<td>-0.72</td>
<td>2.4</td>
</tr>
<tr>
<td>UL2M2</td>
<td>26.1</td>
<td>-1.93</td>
<td>2.4</td>
</tr>
<tr>
<td>UL1M4</td>
<td>27.9</td>
<td>-1.87</td>
<td>2.4</td>
</tr>
<tr>
<td>UL4M4</td>
<td>64.1</td>
<td>-2.48</td>
<td>2.4</td>
</tr>
</tbody>
</table>

Tab. 2: The four dissipation models (see Tab. 1) extended by coefficients $a_3$, $a_4$, and $a_5$ for the correction (21) of the level of the high-frequency tail of the spectrum.

---

Fig. 9: Level of the spectral tail versus frequency with enhancement factor $R$ (21) applied after (top) 6 hours and (bottom) 12 hours of simulation. Shaded areas represent the observational parameterisation of Babanin and Soloviev (1998a) with 95% confidence limits.

Fig. 10: Non-dimensional wave evolution by means of total wave energy versus peak frequency for selected source functions. The dependences are normalised by the observational parameterisation of Babanin and Soloviev (1998a) with shaded areas showing 95% confidence limits.
The performance of the tail correction in the academic test with approximate nonlinear interactions (DIA) is shown in Figure 9 and Figure 10. The latter shows the growth curves of total energy in a similar fashion to those plotted in Figure 5. The former shows the level of the spectral tail which is when compared to Figure 4 now in good agreement with observational parameterisation of Babanin and Soloviev (1998a) for frequencies greater than 0.3 Hz. Results are shown for 6 hours and 12 hours of simulation.

The Lake Michigan hindcast with the tail correction applied yield almost identical scatter density plots (not shown) as in Figure 7. As expected, the higher-moment periods perform slightly better as illustrated in Figure 11, but improvements are marginal. The energy in the high frequency part of the spectrum seem to have little impact on the total wave energy higher-order moments of the spectrum.

Fig. 11: Scatter density comparison of observation-based source terms (ULAM4) with approximate nonlinear interactions (DIA) in the Lake Michigan hindcast for the same location as in Fig. 7 but with enhancement factor $R$ (21) applied with only higher-moment periods $T_{20}$ and $T_{-10}$ shown. Other integral parameters performed as well as before and are therefor omitted.

4 Summary and future work

The observation-based source terms implemented in WAVEWATCH III™ were tested in a duration-limited academic test and the Lake Michigan hindcast. These tests showed that the total energy is in good agreement with observations by means of the parameterisation by Babanin and Soloviev (1998a) (see Fig. 9 and Fig. 10) and buoy data (see Fig. 7). However, scatter comparisons between NODC buoy 45007 and the Lake Michigan hindcast also show that the observation-based source terms underestimate true peak period, mean wave period $T_{01}$ and higher moment periods $T_{20}$ and $T_{-10}$ even with the high level of the spectral tail adjusted (Fig. 9) using the correction factor (21). One possible reason for these results might be the distribution of energy along all discrete directions. For example, the constraint applied on the normal stress $\tau_n$ and the “two-phase” behaviour of the wave-breaking and dissipation term $T_1$ and $T_2$ are based on non-directional parameterisations. Therefore, additional testing need to be carried out in order to qualify the directional distribution of energy of the spectrum (see directional metrics listed in Table 3), which also plays a significant role in situations of turning wind fields (i.e. greater than 90°) and for opposing winds.

At this stage, the implementation of the observation-based source terms lacks swell dissipation $S_{sw}$ and the white-capping dissipation $S_{ds}$ remains zero if the spectral energy density does not exceed the threshold spectral density $F_T$. Also, in case of opposing wind forcing, the growth rate $\gamma$ in the wind input parameterisation remains zero, but laboratory experiment conducted by Donelan (1999) showed that the growth rate becomes negative if $U_{/c}^2 / v < 1$ where $U_{/c}^2$ is the wind speed at a height of one-half the wave length $\lambda$. This plays
a significant role in order to model open-ocean conditions and conditions of extreme wind forcing such as hurricanes or tropical cyclones. The swell dissipation will be implemented after Babanin (2011), in which the dissipation is due to turbulent mixing of the water column as a function of the orbital velocity of the waves at the surface, after Ardhuin et al. (2009), in which it is due to interaction with atmospheric turbulence, and after Donelan (1999) in which it is due to waves interacting with opposing winds.

References


